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State Tracking




State Tracking

Show Initial State State Transitions Where is the ball?

i

e State is not observable: the ball position is shown only at the start
e The cat needs to watch the entire sequence of transitions



3 cups, one ball

2<=>3




Finite State Automata (FSA)

States (Finite set) — () = {/1_\@/;\ @@@ 15@@}

) )

Alphabet (Finite set) — 3 = {1<=>2, 1<=>3, 2<=>3 }

Initial state 5 : < E %
QO E Q Transition fugon Q

State Tracking = mimic an FSA:
map the sequences of transitions (input) to sequences of states (output).



State Tracking Tasks in Text Data

Tracking a chessboard with non-standard
(source, target) notation for moves

(A8, A7), (A1, B1), (C8, C6), (B1, A1), (A7, C7), (A1, B1),
(C6, AB), (B1, A1), (C7, C8), (A1, B1), (A6, A8)

T

Input to the model

- N W ~» OO0 O N @
S

a b ¢c d e f g

. x = [0, 0, 1, 0, O]
Code evaluation x[1], x[3] = x[3]1, x[1] # Swap 1, 3

Alice, Bob and Carl each have a coin. Catrl is the only

Entity Tracking : : _
one having a penny. Alice and Carl trade coins.

Images modified from Merrill, William, Jackson Petty, and Ashish Sabharwal. "The illusion of state in state-space models." ICML (2024).



State-tracking?

Alice, Bob and Carl each Alice, Bob and Carl each have
have a coin. Carl is the only

a coin. Carl is the only one
one having a penny. having a penny. Carl trades his
Alice and Carl trade coins. ,

penny with Alice. X




State Tracking vs Associative Recall

| tmL i mm il

\\k‘ii rl illll
Associative Recall State Tracking
Memory The More the Better Not so High

Data Abundant Scarce
LLMs v X
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Modern Language Modeling Architectures

Transformer Mamba 2

e ‘ a
L.X <:)
/
MLP
~T——— Channel Mixing

Norm (Non-Linear)

+ . .
' Token Mixing
Multi-Head ‘_/ (Parallelizable)

Attention
A

Norm

Embedding

Parallel Mamba Block
Linear RNNs:

T Tokenize

Alice, Bob and Carl each have a coin. Carl is the only H
one having a penny. Alice and Carl trade coins. More efficient for Iong sequence§1




Linear RNNs (One Layer)

State matrix input token Output Chlannel mix (MLP)
H;,= A(z;)H;—, + B(z;), y;=dec(H;, x;)

State-transition matrix

A (.’Bt ) B (ar:t )
Mamba Diag(exp (—A;: @ exp(wi;))) kil O xy
GLA Diag (o) . o
T GH, non-dlagonal_: T

DeltaNet I —_ ﬁt kt kt token+channel mix /Bt kt ’Ut
Gu, Albert, and Tri Dao. "Mamba: Linear-time  Yang, Songlin, et al. "Gated Linear Attention Yang, Songlin, et al. "Parallelizing Linear
sequence modeling with selective state Transformers with Hardware-Efficient Training." Transformers with the Delta Rule over Sequence
spaces." arXiv (2023). ICML 2024 Length.", NeurlPS 2024

Linearity + heavily structured matrices make the recurrence efficiently
parallelizable 1



Linear RNNs (One Layer)
State matrix input token Output Chlannel mix (MLP)
H;= A(z;)H; 1 + B(x;), vy;=dec(H;, ;)

State-transition matrix

é Transformers are Linear RNNs with infinite dimensional state and A(x;) = I !

; Katharopoulos, Angelos, et al. "Transformers are rnns: Fast autoregressive transformers with linear attention."
- ICML 2020.
1
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Parity (2-cups game, addition modulo 2)

Starting state

(ON0),

Input bits (transitions)

Parity (states)

T

We'd like to generalize

to arbitrarily long
sequences in one
forward pass

15



Addition Modulo 3

16



Solving Parity with a Scalar Linear RNN
hi =a(x;)hi—1 + x;

Solution 1: State = sum of previous values

a(zx;) =1

he =3" y; = hy mod 2 (state blows up!)

i=1 Li
Solution 2: State = parity

a(l) = -1, a0) =1 y;=h

(negative values)

17



Issue with Linear RNNs

State-transition matrix —»A(wt) B(iBt)
Mamba Diag (exp (—A: ©®exp(wi;))) ki A ©
GLA Diag () kv,
DeltaNet I — ﬁtktk;— /Btkt’UtT

At,i Z 07 g Z 07 /Bt ~ (07 1)7kt < Rna ”ktH =1

All state-transition matrices have positive eigenvalues in [0,1].

diagonal Linear RNN with positive values cannot solve parity in finite precision
(Sarrof et al. 2024)

Yash Sarrof, Yana Veitsman, and Michael Hahn. The Expressive Capacity of State Space Models: A Formal Language Perspective. NeurlPS 2024.

18



LLMs Struggle to Track States

Transformers and diagonal linear RNNs cannot track states in limited

precision and for arbitrary input lengths (Hahn 2020, Merrill et al. 2023, 2024,
Sarrof et al. 2024).

In contrast, RNNs and linear RNNs with full state transition matrices can
track states with only one layer, but cannot be parallelized efficiently.

What about scalable non-diagonal Linear RNNs like DeltaNet?

William Merrill and Ashish Sabharwal. The . . . Yash Sarrof, Yana Veitsman, and Michael
Hahn, Michael. "Theoretical limitations of parallelism tradeoff: Limitations of William Merrill, Jackson Petty, and Ashish

Hahn. The Expressive Capacity of State
self-attention in neural sequence models." log-precision transformers. Transactions of Sabharwal. The lllusion of State in State-Space P pacty
Transactions of the Association for ' Space Models: A Formal Language

! eSSt the Association for Computational Linguistics, ~Models. ICML 2024. Perspective. NeurlPS 2024
Computational Linguistics 8 (2020): 156-171. 11-531-545 2023 p : :

19



Contribution: Limits of Linear RNNs in Finite Precision

Thm. 1 (Parity): Finite precision linear RNNs cannot solve parity at arbitrary
input lengths if for all layers

AeR,A>0 VAeceigs(A(x)) Ve

Thm. 2 (Modular Counting): Finite precision linear RNNs with L layers cannot
count modulo m, with m not a power of two, if for every i € {1,..., L} the i-th
layer satisfies

ANe R VAeeigs(A(®y): - A(xgi-1)) Veai,...,To1

= Current linear RNNs cannot solve parity (only positive eigenvalues)
= Diagonal real-valued linear RNNs cannot do modular counting

20



Theorem 1 - Proof |[dea (Same as Sarrof et al. 2024)

If A (1) has only real positive eigenvalues, then (, 0 \\)
S
input r=...111111111111...
IstLayerOutput Yy=... Yy Yy yYyyyyyyyyy
(Finite Precision) YooYW U W W

parity y=...010101010101...

The proof can then proceed by induction over the number of layers

21



Theorem 2 - Proof Idea

If A (1) has only real eigenvalues, then of i

put  ¢=...111111111111...

(1Fs_t 'fysr O_“t,p“t) Y =...01Y9201Y291Y2Y1Y2Y1Y2Y1Y2 . . .
INIte rFrecision
D D D S N
addmod3d y=...012012012012...

Multiple layers is not as easy as for parity since the output is not
constant as the input

22



Trading off Expressivity and Computational Complexity

.

Diagonal

Very fast computation, but
can’t go beyond parity

23



Trading off Expressivity and Computational Complexity

Rank 1 Update => DeltaNet

I — Biksk,

Rank 2 Update => DeltaProduct

(I - 51,tk1,tk1T,t) (I - 52,tk2,tk;,t)

I Stable recurrence!

X

(1—=Bi) e [-1,1] = HA(wt)H<1'

-

24



Products of Generalized Householder (GH) Matrices

Mn = {Cng Cp:C,=1— 62’02 v; , (1 — ,82) cQ, wv;eR", ”’UZH = ].}

Eigenvalue range For DeltaNet, k = 1, () = [O, 1]

Orthogonal matrices (# I) are included onlyif —1 € Q (8; = 2)

s )
I —2vyv, = Reflection,eg. B [\ B /[

S N N
(I — 2vyv, )(I — 2vav,) = 2D Rotation,e.g. A /\ [ /M
N 25




Contribution: Expressivity of Products of GH Matrices

Thm. 3 (Permutations): Finite precision linear RNNs with one layer where
state-transition matrices are in M7._;([—1,1]) can model any FSA whose
transitions 5(-, w) : Q — ( correspond to permutations of at most k
elements.

Thm. 4 (General FSA): Finite precision linear RNNs with multiple layers
where state-transition matrices are in M (|—1, 1])for a large enough n, can
model any finite state automaton.

= We can easily modify DeltaNet to have state transition
matrices in M7 (|—1, 1]) and thus model swap permutations

26



Recap of Theoretical Contributions

1. Any Linear RNN with state transition matrices having only
positive real eigenvalues cannot solve parity.
2. Diagonal and Triangular Linear RNNs cannot solve modular
counting, even with negative real eigenvalues.

1. Linear RNNs with products of GH state transition matrices,

each with negative eigenvalues, can mimic any FSA and
2. Can do it with products of k-1 GH matrices and one layer if the

transitions are permutations of at most k elements.

Open question:
e \What can be done with a single GH matrix + multiple layers?
Addition modulo m (and more) can be done with 2 layers!

27



Eigenvalue Extension for Mamba and DeltaNet

0, 1] [—1,1]

A(a:t) > Mamba Diag(s(x;))
DeltaNet I — B;k:k,

Change for DeltaNet is a one-liner!

if self.use_beta:

- beta = rearrange(self.b_proj(hidden_states), b 1 h -> b h 1’) .sigmoid()

+ beta = 2 x rearrange(self.bproj(hidden.states), b 1 h -> b h 1’).sigmoid()
else:

beta = g.new_ones (g.shape[0], g.shape[l], g.shapel[2])

Code from Flash Linear Attention (Yang et al. 2024)

28


https://github.com/sustcsonglin/flash-linear-attention/blob/3bafa4fcb505391d19cb7c47aa9bc9fa8e598b15/fla/layers/delta_net.py#L196

Experiments - Parity

— Can we actually solve parity using linear RNNs?

>
o 1.00 F =" ) .
g 0.75 b 1 Eigenvalue Parity
8 0. 50 Range Transformer 0.022
25 BN { — [0,1] mLSTM 0.087 (0.04)
S 025hH ; -1, 1] sLSTM 1.000 (1.00)
< o ] “ly
3 0.00 Honmmmr Mamba [0, 1] 0.000
0 10000 20000 Mamba [—1, 1] 1.000
hi DeltaNet [0, 1] 0.017
Traming Steps DeltaNet [—1, 1] 1.000
1.0 :
3 | -
£ : | Eigenvalue
§ 0.5 : 4 Range
g : [0, 1]
= : [-1,1]
200+ !
10' 107

Sequence Length



Experiments - Modular Arithmetic

Mod. Arithm. (w/o brackets):
2-3-3*2mod5=3

Mod. Arithm.

(w/o brackets)
Transformer 0.031
mLSTM 0.040 (0.04)
sLSTM 0.787 (1.00)
Mamba [0, 1] 0.095
Mamba [—1, 1] 0.241
DeltaNet [0, 1] 0.314
DeltaNet [—1, 1] 0.971

Scaled Accuracy

—
o

e
(9

=
S
T

DeltaNet

10

107
Sequence Length

Eigenvalue

1 Range

[0, 1]
(-1, 1]
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Experiments - Language Modelling

State-Tracking Retrieval —
CodeParrot Math-Hard

26 0. T O I F IV P B ¢ i
z i 261 i
ol { : DeltaNet 340M
= : ! Eigenvalue Range:
& i 24 + | [0, 1]

2F i | | [-1,1]

0 2048 0 2048
Sequence Length Sequence Length

31



Experiments - Language Modelling

State-Tracking
CodeParrot Math-Hard
26— o——T— ———
N ,
2z S 26t i
824t N |
:
o - 24t N
n} a ;
15 T { 24 T {
5 1 :
£ L i
E s 21 |
O 1\ Sy}
13} ; il i A
1 N " i " 2 1 " 1 "
2048 0 2048

Sequence Length

Sequence Length

16

13

Retrieval —

Trivia QA

15}

DeltaNet 340M

— [0,1]
['19 1]

e

12}

DeltaNet 1.3B

(0, 1]
[-1.1]

T
————"‘.d-————-——q

0 2048
Sequence Length

— Note: Extended eigenvalue range doesn’t cause training instability

{ Eigenvalue Range:

Eigenvalue Range:
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Recalling from Alex’s talk on Test-Time Regression

1l
Li(H) = §||HTkt—Ut||§,

Unrolling as
online-learning
and taking 1 step of GD
Ht = Ht—l_lBt vct(Ht—l)
= H; 1—Bi ki (k;rHt—1—’UtT)

DeltaNet: H, = (I-B:k:k, ) Hi—1+Bikiv,

L What if we take more steps of GD?

33



Multiple Steps of GD on Associative Recall

Key idea: Take multiple steps of GD per token.

DeltaNet: x, — ki = sz/HW:B?’H2 . H;=H; - 3VL;(H;_1)
’ v; = Va, = (I — Bikik; ) H;_1 + Bikv;

kﬁi’l = Wlwz/H Wix; H2 H;1=H;o—Bi1VLi1(H;p)

DeltaProduct,: ¢, — _ T T
2 ’ ’Uz',l — ‘/iwz = (I- Bi,lki,lki,l) H;o+ Bi1kiiv;

k’l,,2 — W2mz/ || szz ||2 Hi,2 = Hi,l — ﬁi’QVE_li_’z(Hi’l) i,
Vi2 = ‘/sz = (I — Bigkizk; o) Hi1 + Bi2ki2v;

34



From Recurrence to Products of Householders

H,;,=(I- 5i,1ki,1kiT,1) H,;,+ ﬁi,lki,w;,rl

H;y = (I - Biskigk;s) Hix + Bikiov;, Products of
Householders
H;» = (I - ﬁiﬂki,jkiT,z) (I - 51,1’91,11621) H,;,

+ (I - /Bi,2ki,jk;|,_2) @',1’%,1”51 + 5@2%,2”52
Generalizing for n, GD steps

Nhp

j=1

DeltaProduct,,, H, = A(wi)Hz’—l + B(x;)

A(CBZ) — H (I - ﬁi,j kzgk;rj) B(x;) = Z( H (I — Bik kzkkjk)) Bi,j ki,j"’iT,j

j=1 k=j+1

35



Comparison to other models

Diagonal:
Token Mix: v
Channel Mix: X
Expressivity: Parity
Examples: Mamba, GLA

36



Comparison to other models

Token Mix:

Diagonal:
v

Channel Mix: x
Expressivity: Parity

Examples:

Mamba, GLA

I |k
n N
Rank 1 Update:

v

v

Reflections
DeltaNet, TTT, RWKV-7
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Comparison to other models

Token Mix:

Diagonal:
v

Channel Mix: X
Expressivity: Parity

Examples:

Mamba, GLA

I |k
n N
Rank 1 Update:

v

v

Reflections
DeltaNet, TTT, RWKV-7

Rank n; Update:
v

v

Rotations
DeltaProduct
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Experiments - State-Tracking

S5 (Permutation group of 5 elements)

(1,2,3,4,5)°(1 52,2 54,354 3,5-1)=(5,1,4,2, 3)

39



Experiments - State-Tracking (Single layer)

Group S5
1.0 ——m—————m——
| o
s 1 =
= I — 2 ]
5050 1
O b
< ' !
|
0.0‘ A : | : A R | F A
0 200 400

Sequence Length

— Predicted by Theorem 3, for groups S, and Ss, 2 and 4 householders are required

40



Experiments - State-Tracking (Single layer)

Accuracy
= oy
o)) S

S
o

Group S; Group S, Group 45 Group S
I : | d . v I 2] ! £ I 2 k) % T l L T 2 & 4 T | : I : d 4 I =
| My i i | I
i — 1] i i i — 1
| 2. ! ! ! 2
! ] ! ! | 5 4
| ! ! | 4 ]
i i i i |
C 5 I . . . I . . " e ———— —— : v ——— —— . = I . . . I .
0 200 400 0 200 400 0 200 400 0 200 400
Sequence Length Sequence Length Sequence Length Sequence Length

— Surprisingly, only 2 householders are necessary for S, and 4, why?
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Experiments - State-Tracking (Single layer)

Are the householders

! reflections (i.e. g = 2)?

5 : _20] N
3 i o : _
< i 18—
0 200 400 < | ]
Sequence Length 1.8 L .110. - .2.0. .

Permutation Index

Isomorphic to
subgroups of

SO(3,R) ——— Can we do rotations
using 2 householders?

(I —kokg) (Z —kl’ﬁT)




Experiments - State-Tracking (Single layer)

Accuracy

; :

T 200 400
Sequence Length

Isomorphic to
subgroups of

SO(3,R) —

Can we do rotations

using 2 householders?

(I = Bo

kok,

(I =B

kik!

Are the keys in a 3D

subspace?

= Lg%
Q L
E=I !
< L
a8 075

xS [ °

LUS [
.> |
E7 0.50Ff
@) I

A I PP B (1

2 4 6

Num. Components
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Experiments - State-Tracking (Multiple layers)

Accuracy

Accuracy

o

=
)

—_ O
o O

=
3

=2
o

Group S; Group S, Group 4 Group S;s
s l' 1 v y Y T ] I‘ T 2 5 2 T < ]' T & & ' T I' T & d x T ]
i ny, i ny, i ny, i ny,
I — ! o | ! A 1 ! — 1]
| 2 ! 2 ] | 2 ! 2
T ' i 1] i : i 3 ]
! | | 4] ! 4]
i i i ‘ i |
C \ i . I I { ! i I I N ; I I : . I . I I .
L5 l' l T T 2 T 3 % " T T * ol
[ i E o [ i [
| | — 1] — 1] | — 1]
! ! — 2] — 2] ! — 2]
! ! =3 —t= 3 ! —t3
! ! —— 4 ] ! —— 4] ! — 4]
| I IL | 5 | i sl 5 |
L L ;. | 3 L | 1 L " I. 1 " L 1 " L L :. 1 L n g " I. 1 L L 1 L "
0 200 400 0 200 400 0 200 400 200 400
Sequence Length Sequence Length Sequence Length Sequence Length
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Experiments - Chomsky Hierarchy

Mod. Arithm.
(w/ brackets):

Example:
(((3-2)*2) - (2*3) mod 5 = 1

Scaled Accuracy
-
o

<
N

Transformer
mLSTM

sLSTM

Mamba [0, 1]
Mamba [—1, 1]
DeltaProduct [0, 1]
DeltaProduct [—1, 1]
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Perplexity

Experiments - Language Modeling

[\
(o))

N}
N

N
\S)

[\
)

CodeParrot OpenThoughts-114k-math 8 Trivia QA (g SlimPajama
! 3
241 | 117}
1 i
N i
TG i 16+
i o) 8 | ]
= AN 15 E
i ] i i i
L | | L 1 | 14 | | L L | |
02048 8192 02048 8192 02048 8192 0 2048 8192
Sequence Length Sequence Length Sequence Length Sequence Length

Number of householders (7;,)
— — 2 — 3

— Length extrapolation improves significantly with more householders
Hypothesis: Faster forgetting mechanism
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Experiments - Language Modeling

Increasing n., increases parameter
count.

Is DeltaProduct still competitive when
accounting for the increase in
parameters?

15.0

14.8+

Perplexity
= E
o

,_.
R
[\

14.0

FineWeb

L4H

o n,=1 ]

O nh=2 i

12}

300M 350M  400M
Parameters

450M
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Conclusion

- Inclusion of negative eigenvalues expands the expressivity of linear RNNs
allowing them to solve state-tracking problems

- Efficient non-diagonal linear RNNs such as DeltaNet and RWKV-7 are
promising due to their superior expressivity compared to Mamba.

- DeltaProduct leverages multiple steps of gradient descent, leading to higher
order updates to the hidden state, represented as products of householders.

Future Directions:
- What is the limit of the expressivity of DeltaNet [-1,1] / DeltaProduct [-1,1]?
- Is standard pretraining exploiting the increased expressivity? Are there better ways?
- Understanding the trade-off between associative recall and state-tracking.

48



Thank you!



